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Abstract:	
In	recent	years,	Artificial	Intelligence	(AI)	has	made	a	tremendous	progress	in	
terms	of	new	methods,	tools	and	the	applications,	that	have	a	wide	impact	on	
society	and	humans.	Despite	the	positive	benefits	from	it,	there	is	also	a	growing	
awareness	of	AI	limitations	and	risks,	which	restricts	the	people’s	trust	in	the	
current	systems.	The	ideas	of	Responsible	AI	or	Trustworthy	AI	are	introduced	
to	mitigate	them.	Following	them	several	criteria	for	AI	systems	are	formulated,	
see	e.g.	the	list	of	ethical	guidelines	prepared	by	EU	Commission	High	Level	
Expert	Group	on	Artificial	Intelligence.	Although	some	of	them	inspire	the	
current	works	on	the	regulation	proposals,	many	of	them	are	formulated	on	a	
too	general	level	or	associated	with	too	high	expectations	when	compared	to	the	
current	possibilities	of	their	practical	implementation.		
This	leads	to	many	open	research	questions.	Based	on	own	research,	we	will	
consider	here	three	selected	aspects	of	Trustworthy	AI:	explanations	of	
predictions	from	machine	learning	(ML)	models,	fairness	of	proposed	decisions	
and	limited	reproducibility	of	the	current	ML.			
In	general	explanation	methods	attempt	to	make	interpretable	the	internal	logic	
and	the	outcome	of	the	ML	algorithms,	in	particular	popular	“black	boxes”	-	
neural	network	models,	in	understable	terms	to	humans.	Although	many	
technical	methods	have	already	been	introduced,	several	important	problems	
are	still	open.	In	this	presentation	we	will	discuss	different	representation	forms	
of	explanations	and	their	adjustment	to	the	human	recipient,	difficulties	of	their	
evaluation,	needs	for	multi-criteria	analysis	and	ways	of	involving	human	
experts	in	the	interactive	evaluation	scenarios.		It	will	be	illustrated	by	two	cases	
of	explaining	text	classification	with	prototype	deep	network	and	different	
approaches	exploiting	counterfactuals.		The	other	discussed	aspect	concerns	
fairness	machine	learning,	i.e.	we	want	to	prevent	situations,	where	decisions	of	
intelligent	systems	take	unexpected	social	implications,	such	as	discriminations	
with	respect	to	sensitive	person	characteristics	(e.g.	gender,	ethnicity,	people	
disabilities,	…).	We	will	focus	on	inability	to	satisfy	simultaneously	main	fairness	
measures	and	illustrate	it	by	the	case	of	an	online	learning	prediction	system.	
Finally,	we	will	discuss	the	challenge	of	the	difficulty	of	reproducibility	of	the	
most	popular	machine	learning	algorithms	using	deep	neural	networks.	We	
briefly	summarize	a	few	survey	analyses	of	irreproducibility	of	many	recent	ML	
research	papers.	Unfortunately,	this	raises	many	consequences	and	even	doubts	
as	to	the	methodology	of	conducting	research	in	this	field.		
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