
Wittgenstein embedded: large language models, their successes and limitations.

In the 1950s, just at the birth of Artificial Intelligence, Ludwig Wittgenstein and John Firth
stated famous sentences that had an enormous impact on modern natural language
processing (NLP) -- one of the fastest-developing branches of AI. They both agreed that the
meaning of a word comes from its use in the language [1, 2] so that we can “understand”
words by analyzing their contexts. This idea gave rise to distributional semantics, which is
widely used in NLP to model word meanings as vectors of numbers called word
embeddings, which can be easily compared and processed by AI methods.

In recent years large language models (LLMs), which aim to predict a given word based on
its context have become a massive milestone in the NLP field [3]. They achieve
state-of-the-art results on multiple NLP tasks such as text classification focused on assigning
labels to texts (e.g., sport, politics), automatic speech recognition, text generation, and
question answering, to mention a few. However, popular LLMs learn word representations
using textual inputs only, which is the cause of several limitations. For example, one of the
recent papers showed that because commonsense knowledge is rarely expressed explicitly
in internet-based documents used to prepare LLMs, it is beneficial to inject so-called
affordances directly into those models to improve the performance on tasks requiring
commonsense-reasoning abilities [4]. Moreover, the lack of visual inputs is also limiting as
humans learn mostly by observing and interacting with the world. After the first
hyper-optimism caused by the huge successes of LLMs, scientists started to discuss again
whether LLMs can really understand words [5].
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