Mitigating the ethical risks of large language
models in machine learning research

Large language models have revolutionized the field of natural language processing in
machine learning. Their versatility and unprecedented expressiveness make them a popular
choice of tools for machine learning research. Unfortunately, the regime of unsupervised
training of large language model results in several ethical and social risks encoded in these
models. As more and more research reveals, large language models carry disturbing
amounts of stereotypes, biases, prejudices, and discrimination. Applying a large language
model to ethically vulnerable data (e.g. surveys and questionnaires collected online or social
media posts) may introduce serious threats to the ethical foundations of research.

On the other hand, large language models can offer unparalleled means to extract
information from text. Their capabilities include query answering, named entity recognition,
relational entailment, fact probing, machine translation, text classification, natural language
inference, commonsense reasoning, linguistic knowledge probing, and summarization, to
name a few. It would be irresponsible to give up all the richness of this tool because of the
marginal possibility of the experiment's results being poisoned by biases hidden in the
model.

In the talk | will present the introduction to large language models and | will illustrate their
expressiveness using real-world data. Next, | will discuss the training regime of large
language models and | will identify training factors that may influence the ethical quality of
the resulting model. Several methods of risk mitigation, including directional expectation
tests and prompt learning will be presented. Finally, | will attempt to draft a set of best
practices that may help to prevent the emergence of negative artifacts of large language
models in research involving human subjects.
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